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Topics for Today

Daricq’ et
« Contextualizing Friday's papers
« Background for Friday's papers
« New method: ablation studies

Things to reflect on for this week'’s reviews and presentations






Remember this diagram...

Transform Discover
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DeepDive
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Remember this diagram...

Snorkle MetroMaps

DeepDive

Transform Discover
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DAWN is a five-year research project to democratize Al by making it dramatically easier to build AI-powered applications.

Our past research—from Apache Spark to Mesos, DeepDive, and HogWild!-already powers major functionality all over Silicon
Valley and the world. Between fighting against human trafficking, assisting in cancer diagnosis and performing high-throughput
genome sequencing, we’ve invested heavily in tools for Al and data product development.

The next step is to make these tools more efficient and more accessible, from training set creation and model design to
monitoring, efficient execution, and hardware-efficient implementation. This technology holds the power to change science and
society—and we’re creating this change with partners throughout campus and beyond.

We’re proud to be supported by the following founding members:

ANT o n Google vmware

Goal: “To empower domain experts who

are not ML experts”
Achieved through many initiatives

Our focus: Developing new interfaces that
a. Make model specification easier
b. Explain results fo humans
c. Make debugging easier

d. Make improving data quality easier
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Questions?



SGD and infinite data

Stochastic  randomly

Gradient  follow the derivative

Descent toward the minimum

See Andrew Ng's videos for de




SGD and infinite data

SGD powers allmodern machine

learning...

... especially deep learning ...

ldea: more data is better




SGD and infinite data

But how to get more data?

| e e T Better question:
How to get more quality data?
Gold standard:

Quality labelled data

* Expensive

* DeepDive + Snorklg




Questions?



Datalog

Snorkle/DeepDive interfaces include Datalog
« A domain-specific language (DSL) for logic programming
« Declaratively write out facts and relations

« Can then query this set of rules




Computer Science Course Prerequisite Graph (last updated 11/03/2020) D at alO g E Xa mp le

CS50(1cr) cs8 cs6 CIS 096
»  Seminar for New CS Intro to Web Exploring SU: Cybersec.
Majors Site Dev Cybersecurity Law & Policy

5142
Adv Web
Design

CS 265 cs222 Ene:
Comp. Comp. Operating

C5395 s 387 Cs302
Deep  DataScill  Modeling
Learning Complex
Systems

NOTE: This is not a complete listing, but includes most currently offered courses.
Elective offerings, especially at the 2xx and 3xx level, may vary over time.
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Some prior work
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Metro Maps of Science

Dafna Shahaf
Carnegie Mellon University
5000 Forbes Avenue
Pittsburgh, PA
dshahaf@cs.cmu.edu

ABSTRACT

As the number of scientific publications soars, even the most
enthusiastic reader can have trouble staying on top of the
evolving literature. It is easy to focus on a narrow aspect
of one’s field and lose track of the big picture. Information
overload is indeed a major challenge for scientists today,
and is especially daunting for new investigators attempting
to master a discipline and scientists who seek to cross disci-
plinary borders. In this paper, we propose metrics of influ-
ence, coverage, and connectivity for scientific literature. We
use these metrics to create structured summaries of informa-
tion, which we call mefro maps. Most importantly, metro
maps explicitly show the relations between papers in a way
which captures developments in the field. Pilot user studies
demonstrate that our method can help researchers acquire
new knowledge efficiently: map users achieved better preci-
sion and recall scores and found more seminal papers while
performing fewer searches.

Categories and Subject Descriptors
H.3.1 [Information Storage and Retrievall: Content
Analysis and Indexing; H.3.3 [Information Storage and
Retrieval]: Information Search and Retrieval; H.5 [

i I iF and P ion]

Keywords

Metro maps, Information, Summarization

1. INTRODUCTION

“Distringit librorum multitudo” (the abundance of books
is a distraction), said Lucius Annaeus Seneca; he lived in
the first century.

A lot has changed since the first century, but Lucius’ prob-
lem has only become worse. The surge of the Web brought
down the barriers of distribution, and the scientific commu-
nity finds itself overwhelmed by the increasing numbers of
publications; relevant data is often buried in an avalanche
of publications, and locating it is difficult.

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.

KDD'12, August 12-16, 2012, Beijing, China.

Copyright 2012 ACM 978-1-4503-1462-6 /12/08 ...$10.00.
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Search engines have been relied upon in recent years
accessing the scientific literature, and investments have ¢
been made to create special academic search and retri
tools. However, the search and browsing experience m
be best characterized as providing keyhole views ontc
literature: while search engines are highly eflective i
trieving scientific publications, the task of fitting those
lications into a coherent picture remains difficult.

In contrast, we are interested in methods that ezp
show the relationships among publications in a way
captures the main developments in the discipline. V
lieve that such methods can allow a user to explore
complex topic and discover hidden connections effe
‘We consider as a sample motivation the creation of v
literature exploration tools that could help people en
new field, such as new graduate students or experts 1
beyond their traditional disciplinary borders.

Several tools already exist for summarizing and vi
scientific literature (see [Borner, 2010] for a comp:
However, the output of these systems is often not su
a starting researcher. Some systems’ level of gran
too coarse: Boyack et al. [2009] provide a graph-su
chemistry research, where each node corresponds
ter of disciplines (‘Biology gy-Ecology’). Ba
and Zitt [1999] produce a hierarchical graph, w!
correspond to clusters of journals.

‘We believe that in order to allow researchers
stand how a field is organized, a finer level of
is needed. For this reason, we chose papers as
analysis. Most current tools that work at this le-
larity provide visualizations of citation (or co-c
works, where papers are nodes [Chen, 2004; T
2010]. Tmportantly, edges between papers are
cal computation: the edges are selected becar
some threshold, or belong to a spanning tree. -
ods, there is no notion of coherent lines of
believe that the notion of story lines is essent

tates users’ knowledge acquisition and compre e s in B
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nature. In contrast, research fields display ¢
behaviour: lines of research branch like a ta
with side stories, dead ends, and intertwini
order to explore these stories, one needs ¢
through unfamiliar territory.
The metro map metaphor has been useu w..
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1998

1999

2000

2001

2002

2003

2004

2005

2006

2007

2008

Elevator Group Control Using Multiple
Reinforcement Learning Agents
Crites, Barto | Mach. Learn.

Efficient reinforcement learning |
n factored MDPs
Kearns, Koller | LICAI

PEGASUS: A policy search
method for large MDPs and POMDPs
Ng, Jordan | UAI

Reinforcement learning of coordination
in cooperative multi-agent systems
Kapetanakis, Kudenko | AAAI

Lyapunov design for safe

reinforcement learning
Perkins, Barto | JMLR

Optimizing information exchange in
cooperative multi-agent systems
Goldman, Zilberstein | AAMAS

e-mdps: learning in varying
environments

Cooperative Multi-Agent Learning: Szita, Takacs, Lorincz | IMLR

The State of the Art
Panait, Liviuand Luke, Sean | AAMAS

Using inaccurate models in
PAC model-free RL reinforcement learning
Strehl, Li, Wiewiora, Langford, Abbeel, Quigley, Ng | ICML
Littman | ICML

Lenient learners in cooperative
multiagent systems
Panait, Sullivan, Luke | AAMAS

for operational space control

RL by reward-weighted regression

Near-Optimal RLin
Polynomial Time
Kearns, Singh | ICML

Finite-time Analysis of the
Multiarmed Bandit Problem
Auer, Cesa-Bianchi, Fischer|
Mach. Learn.

R-max - a general polynomial
time algorithm for near-optimal RL
Brafman, Tennenholtz, | JIMLR

Jsing confidence bounds for
exploitation-exploration trade-offs
Auer | JMLR

o) Learning Rates for Q-Learning
Even-Dar, Mansour | JMLR

Action Elimination and Stopping
Conditions for the Multi-Armed
Bandit and RL Problems

Even-Dar, Mannor, Mansour | JMLR

wwws multi-agent cooperative joint team
=== mdp states pomdp transition option

Model-based function approximation Peters, Schaal | ICML

in reinforcement learning we= control motor robot skills arm
Non-linear dynamicsin multiagent Jong, Stone | AAMAS Reinforcement learning of The many faces of optimism: w= bandit regret dilemma exploration arm
reinforcement learning algorithms motor skills with policy gradients  a unifying approach g-learning bound optimal rmax mdp
Abdallah, Lesser| AAMAS Peters, Schaal | Neural Netw.  SzitaLopincz | ICML

Figure 8: Part of the map computed for the query ‘Reinforcement Learning’. The map depicts multiple lines of
research (see legend at the bottom). Interactions between the lines are depicted as dashed gray lines, and relevant
citation text appears near them.



Why bring this up?
« DAWN project’s version of this is for business

« Forthem, explanation/discovery == business analytics
« Exercise: think about what you could do with these tools for general knowledge

« MetroMaps an example of general knowledge extraction in this context

« Similar in effort to other methods, e.g. topic models
» Big DARPA project (FUSE)
« DAWN also influenced by a big DARPA project

» Discuss/reflect: funding <-> project choices
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Topics for Today

Parisa -
~ ortextualizing Eridan

« Background for Friday's papers
« New method: ablation studies

« Things to reflect on for this week’s reviews and presentations






Reminder: ETL

Snorkle/DeepDive as an alternative to traditional ETL

Extract

Transform

Load

Often partially loaded
in DBs

>
. . Patient lists Carol Patient X

.,’3. James Patient  PRN: P)246704 65yrsM @ Patient Portal: Enrolled A DOB: 12/30/1950  M: (666) 123-4567
) ek

Summary Timeline profle  ©

Flowsheets HES Allergies GRS
- Abilify 10 MG Oral Tablet

X Drug allergies ALERTS

No drug or allergy alerts triggered for this medication.

Medication > Record medi

= Vitals

= Penicillins Very mild Dizziness/Lightheadedness

Diagnoses OR =3 Show by Term ~ RECORDED

04/28/2016 05:49 PM Stephanie Provider
Food allergies e

= Onion Very mild Rash - localized Childhood

Chronic diagnoses

(272.4) Hyperlipidemia

= (250.00) Diabetes Environmental allergies

= (493.90) Asthma

= Beevenom A Moderate Difficulty speaking or swallo
= (250.00) Diabetes Adulthood

= (401.9) Hypertension Medications [CRESS

= (250.00) Diabetes

ASSOCIATED DIAGNTU

ST mTiiaeia = Aripiprazole (Abilify) 10 MG Oral Tablet STARTERIE

= Atorvastatin Calcium (Lipitor) 10 MG Oral Tablet
Acute diagnoses = |buprofen (Advil) 200 MG Oral Tablet STOP DATE

No active Acute diagnoses. = |buprofen 100 MG/5ML Oral Suspension

= Lisinopril 10 MG Oral Tablet

Social history

= Pseudoephedrine-lbuprofen (Ibuprofen Cold & Sinus)
Oral Tablet

Smoking status Show historical (2)

= Former smoker 04/28/2016 RESOURCES

= MedlinePlus

Past medical history T ¥ = Ppatient education materials
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Generative vs. Discriminative Models

Suppose we want to predict class C from features X1, X2, and X3.
All classifiers learn P(C | X1, X2, X3)

Generative:

Pros: few parameters, fast,
robust if correct
Cons: lots of assumptions

Learn the “whole story”
A generative model learns the probabillity distribution P(C, X1
P(C | X1, X2, X3) can be derived

Requires labelled data to get P( X1, X2, X3 | C) = Use Bayes’ rule



Generative vs. Discriminative Models

Suppose we want to predict class C from features X1, X2, and X3.
All classifiers learn P(C | X1, X2, X3)

Discriminative:

Pros: few assumptions, lower
Only learns what's necessary: P(C | X1, X2, X3) barrier-to-entry
Cons: may not generalize,

Requires labelled data to minimize error data-hungry




Examples of Generative vs. Discriminative Models

m‘

Naive Bayes Classifier Classic Deep Neural Networks
Hidden Markov Models Regression
Latent Dirichlet Allocation Conditional Random Fields

(a kind of topic model)

Gaussian Mixture Models Random Forests

Pairing not

semantic




What is a latent variable?

Simple answer:

a variable whose values are not/cannot be observed



More interesting example




Questions?



Topics for Today

« New method: ablation studies

« Things to reflect on for this week’s reviews and presentations







Ablation study: a method we haven’t seen before!

We have not previously talked about ablation studies

Idea:

You've designed a solution that performs better. Yay!

But that solution is complex. Which parts really contributed to the improved performance@

Run a kind of experiment (control is the complete solution; treatment is removing one par

Very common in complex machine learning, especially deep learning.



Ablation study: what it can tell us

Only tests whether a feature independently does not contribute to the final performance

IDsolution > I:JSOTA




Ablation study: what it can tell us

Only tests whether a feature independently does not contribute to the final performance

Remove or replace with
an appropriate

substitute



Ablation study: what it can tell us

Only tests whether a feature independently does not contribute to the final performance

p ~ P

. e 4
X1 had no effect SOIUt|On/X1

solution




Continue for X;, X,, X:

Assume you find all but X, had an effect.



Ablation study: what it can tell us

Only tests whether a feature independently does not contribute to the final performance

But what if certain parts/features only have an effect when they
are together?

Can’t detect this!



Ablation study: what it can tell us

Only tests whether a feature independently does not contribute to the final performance

in parts/features only have an effect when they

This is what we mean by are together?

“independently does not
contribute” Can’t detect this!



Ablation study: example

Domain: classifying Wikipedia pages as

literary or not
To left of Full Model:

important features that conftribute to

performance
To the right of Full Model:

Probably just randomness

Definitely possible to do better without!
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Included?



Questions?



Topics for Today

« Things to reflect on for this week’s reviews and presentations







As you read...

DeepDive vs. Snorkle

« What's new?

«  Which was published first?

« Following the citations: how many papers are by the same authors?

What is the ethical obligation of the annotator?g Do you think human-in-the-loop

solutions are a viable anfidote to unconftrolled machine learning applicationse



