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Abstract

MapReduce and similar systems significantly ease the task of writ-
ing data-parallel code. However, many real-world computations re-
quire a pipeline of MapReduces, and programming and managing
such pipelines can be difficult. We present FlumeJava, a Java li-
brary that makes it easy to develop, test, and run efficient data-
parallel pipelines. At the core of the FlumeJava library are a cou-
ple of classes that represent immutable parallel collections, each
supporting a modest number of operations for processing them in
parallel. Parallel collections and their operations present a simple,
high-level, uniform abstraction over different data representations
and execution strategies. To enable parallel operations to run effi-
ciently, FlumeJava defers their evaluation, instead internally con-
structing an execution plan dataflow graph. When the final results
of the parallel operations are eventually needed, FlumeJava first op-
timizes the execution plan, and then executes the optimized opera-
tions on appropriate underlying primitives (e.g., MapReduces). The
combination of high-level abstractions for parallel data and compu-
tation, deferred evaluation and optimization, and efficient parallel
primitives yields an easy-to-use system that approaches the effi-
ciency of hand-optimized pipelines. FlumeJava is in active use by
hundreds of pipeline developers within Google.

Categories and Subject Descriptors D.1.3 [Concurrent Pro-
gramming]: Parallel Programming

General Terms ~ Algorithms, Languages, Performance
Keywords  data-parallel programming, MapReduce, Java

1. Introduction

Building programs to process massive amounts of data in parallel
can be very hard. MapReduce [6-8] greatly eased this task for data-
parallel computations. It presented a simple abstraction to users
for how to think about their computation, and it managed many of
the difficult low-level tasks, such as distributing and coordinating
the parallel work across many machines, and coping robustly with
failures of machines, networks, and data. It has been used very
successfully in practice by many developers. MapReduce's success
in this domain inspired the development of a number of related
systems, including Hadoop [2], LINQ/Dryad [20], and Pig [3].
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MapReduce works well for computations that can be broken
down into a map step, a shuffle step, and a reduce step, but for many
real-world computations, a chain of MapReduce stages is required.
Such data-parallel pipelines require additional coordination code
to chain together the separate MapReduce stages, and require addi-
tional work to manage the creation and later deletion of the inter-
mediate results between pipeline stages. The logical computation
can become obscured by all these low-level coordination details,
making it difficult for new developers to understand the computa-
tion. Moreover, the division of the pipeline into particular stages
becomes “baked in” to the code and difficult to change later if the
logical computation needs to evolve.

In this paper we present FlumeJava, a new system that aims to
support the development of data-parallel pipelines. FlumeJava is a
Java library centered around a few classes that represent parallel
collections. Parallel collections support a modest number of par-
allel operations which are composed to implement data-parallel
computations. An entire pipeline, or even multiple pipelines, can
be implemented in a single Java program using the FlumeJava ab-
stractions; there is no need to break up the logical computation into
separate programs for each stage.

FlumelJava’s parallel collections abstract away the details of
how data is represented, including whether the data is represented
as an in-memory data structure, as one or more files, or as an ex-
ternal storage service such as a MySgql database or a Bigtable [5].
Similarly, FlumeJava’s parallel operations abstract away their im-
plementation strategy, such as whether an operation is implemented
as a local sequential loop, or as a remote parallel MapReduce invo-
cation, or (in the future) as a query on a database or as a streaming
computation. These abstractions enable an entire pipeline to be ini-
tially developed and tested on small in-memory test data, running
in a single process, and debugged using standard Java IDEs and de-
buggers, and then run completely unchanged over large production
data. They also confer a degree of adaptability of the logical Flume-
Java computations as new data storage mechanisms and execution
services are developed.

To achieve good performance, FlumeJava internally implements
parallel operations using deferred evaluation. The invocation of a
parallel operation does not actually run the operation, but instead
simply records the operation and its arguments in an internal exe-
cution plan graph structure. Once the execution plan for the whole
computation has been constructed, FlumeJava optimizes the exe-
cution plan, for example fusing chains of parallel operations to-
gether into a small number of MapReduce operations. FlumeJava
then runs the optimized execution plan. When running the exe-
cution plan, FlumeJava chooses which strategy to use to imple-
ment each operation (e.g., local sequential loop vs. remote parallel
MapReduce, based in part on the size of the data being processed),
places remote computations near the data they operate on, and per-
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Abstract

MapReduce is a programming model and an associ-
ated implementation for processing and generating large
data sets. Users specify a map function that processes a
key/value pair to generate a set of intermediate key/value
pairs, and a reduce function that merges all intermediate
values associated with the same intermediate key. Many
real world tasks are expressible in this model, as shown
in the paper.

Programs written in this functional style are automati-
cally parallelized and executed on a large cluster of com-
modity machines. The run-time system takes care of the
details of partitioning the input data, scheduling the pro-
gram’s execution across a set of machines, handling ma-
chine failures, and managing the required inter-machine
communication. This allows programmers without any
experience with parallel and distributed systems to eas-
ily utilize the resources of a large distributed system.

Our implementation of MapReduce runs on a large
cluster of commodity machines and is highly scalable:
a typical MapReduce computation processes many ter-
abytes of data on thousands of machines. Programmers
find the system easy to use: hundreds of MapReduce pro-
grams have been implemented and upwards of one thou-
sand MapReduce jobs are executed on Google’s clusters
every day.

1 Introduction

Over the past five years, the authors and many others at
Google have implemented hundreds of special-purpose
computations that process large amounts of raw data,
such as crawled documents, web request logs, etc., to
compute various kinds of derived data, such as inverted
indices, various representations of the graph structure
of web documents, summaries of the number of pages
crawled per host, the set of most frequent queries in a
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given day, etc. Most such computations are conceptu-
ally straightforward. However, the input data is usually
large and the computations have to be distributed across
hundreds or thousands of machines in order to finish in
a reasonable amount of time. The issues of how to par-
allelize the computation, distribute the data, and handle
failures conspire to obscure the original simple compu-
tation with large amounts of complex code to deal with
these issues.

As a reaction to this complexity, we designed a new
abstraction that allows us to express the simple computa-
tions we were trying to perform but hides the messy de-
tails of parallelization, fault-tolerance, data distribution
and load balancing in a library. Our abstraction is in-
spired by the map and reduce primitives present in Lisp
and many other functional languages. We realized that
most of our computations involved applying a map op-
eration to each logical “record” in our input in order to
compute a set of intermediate key/value pairs, and then
applying a reduce operation to all the values that shared
the same key, in order to combine the derived data ap-
propriately. Our use of a functional model with user-
specified map and reduce operations allows us to paral-
lelize large computations easily and to use re-execution
as the primary mechanism for fault tolerance.

The major contributions of this work are a simple and
powerful interface that enables automatic parallelization
and distribution of large-scale computations, combined
with an implementation of this interface that achieves
high performance on large clusters of commodity PCs.

Section 2 describes the basic programming model and
gives several examples. Section 3 describes an imple-
mentation of the MapReduce interface tailored towards
our cluster-based computing environment. Section 4 de-
scribes several refinements of the programming model
that we have found useful. Section 5 has performance
measurements of our implementation for a variety of
tasks. Section 6 explores the use of MapReduce within
Google including our experiences in using it as the basis
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MapReduce: Simplified Data Processing on Large Clusters

APACH

Apache Hadoop

The Apache™ Hadoop® project develops open-source software for reliable, scalable, distributed computing.

The Apache Hadoop software library is a framework that allows for the distributed processing of large data sets across clusters
of computers using simple programming models. It is designed to scale up from single servers to thousands of machines, each
offering local computation and storage. Rather than rely on hardware to deliver high-availability, the library itself is designed to

detect and handle failures at the application layer, so delivering a highly-available service on top of a cluster of computers, each
of which may be prone to failures.

Latest news

Release 3.3.1 available 2021 Jun 15

This is the first stable release of Apache
Hadoop 3.3.x line. It contains 697 bug fixes,
improvements and enhancements since
3.3.0.

Users are encouraged to read the overview
of major changes since 3.3.0. For details of
697 bug fixes, improvements, and other
enhancements since the previous 3.3.0
release, please check release notes and
changelog detail the changes since 3.3.0.

Ozone 1.1.0 is released 2021 Apr 17

General available(GA) release of Apache
Hadoop Ozone with Volume/Bucket Quota
Support, Security related enhancements,
ofs/o03fs performance improvements, Recon
improvements etc.

For more information check the ozone site.

Modules
The project includes these modules:

« Hadoop Common: The common utilities that
support the other Hadoop modules.
Hadoop Distributed File System (HDFS™): A
distributed file system that provides high-
throughput access to application data.
Hadoop YARN: A framework for job scheduling
and cluster resource management.
Hadoop MapReduce: A YARN-based system
for parallel processing of large data sets.

Who Uses Hadoop?

A wide variety of companies and organizations use
Hadoop for both research and production. Users are
encouraged to add themselves to the Hadoop
PoweredBy wiki page.

Related projects
Other Hadoop-related projects at Apache include:

Ambari™: A web-based tool for provisioning,
managing, and monitoring Apache Hadoop
clusters which includes support for Hadoop
HDFS, Hadoop MapReduce, Hive, HCatalog,
HBase, ZooKeeper, Oozie, Pig and Sqoop.
Ambari also provides a dashboard for viewing
cluster health such as heatmaps and ability to
view MapReduce, Pig and Hive applications
visually alongwith features to diagnose their
performance characteristics in a user-friendly
manner.

Avro™: A data serialization system.
Cassandra™: A scalable multi-master database
with no single points of failure.

Chukwa™: A data collection system for
managing large distributed systems.
HBase™: A scalable, distributed database that
supports structured data storage for large
tables.

Hive™: A data warehouse infrastructure that
provides data summarization and ad hoc
querying.

Mahout™: A Scalable machine learning and
Aata minina Iirran:
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Pig Latin: A Not-So-Foreign Language for Data Processing
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ABSTRACT

There is a growing need for ad-hoc analysis of extremely
large data sets, especially at internet companies where inno-
vation critically depends on being able to analyze terabytes
of data collected every day. Parallel database products, e.g.,
Teradata, offer a solution, but are usually prohibitively ex-
pensive at this scale. Besides, many of the people who ana-
lyze this data are entrenched procedural programmers, who
find the declarative, SQL style to be unnatural. The success
of the more procedural map-reduce programming model, and
its associated scalable implementations on commodity hard-
ware, is evidence of the above. However, the map-reduce
paradigm is too low-level and rigid, and leads to a great deal
of custom user code that is hard to maintain, and reuse.
‘We describe a new language called Pig Latin that we have
designed to fit in a sweet spot between the declarative style
of SQL, and the low-level, procedural style of map-reduce.
The accompanying system, Pig, is fully implemented, and
compiles Pig Latin into physical plans that are executed
over Hadoop, an open-source, map-reduce implementation.
We give a few examples of how engineers at Yahoo! are using
Pig to dramatically reduce the time required for the develop-
ment and execution of their data analysis tasks, compared to
using Hadoop directly. We also report on a novel debugging
environment that comes integrated with Pig, that can lead
to even higher productivity gains. Pig is an open-source,
Apache-incubator project, and available for general use.

Categories and Subject Descriptors:
H.2.3 Database Management: Languages

General Terms: Languages.

'olston@yahoo-inc .com

breed@yahoo-inc.com
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1. INTRODUCTION

At a growing number of organizations, innovation revolves
around the collection and analysis of enormous data sets
such as web crawls, search logs, and click streams. Inter-
net companies such as Amazon, Google, Microsoft, and Ya-
hoo! are prime examples. Analysis of this data constitutes
the innermost loop of the product improvement cycle. For
example, the engineers who develop search engine ranking
algorithms spend much of their time analyzing search logs
looking for exploitable trends.

The sheer size of these data sets dictates that it be stored
and processed on highly parallel systems, such as shared-
nothing clusters. Parallel database products, e.g., Teradata,
Oracle RAC, Netezza, offer a solution by providing a simple
SQL query interface and hiding the complexity of the phys-
ical cluster. These products however, can be prohibitively
expensive at web scale. Besides, they wrench programmers
away from their preferred method of analyzing data, namely
writing imperative scripts or code, toward writing declara-
tive queries in SQL, which they often find unnatural, and
overly restrictive.

As evidence of the above, programmers have been flock-
ing to the more procedural map-reduce [4] programming
model. A map-reduce program essentially performs a group-
by-aggregation in parallel over a cluster of machines. The
programmer provides a map function that dictates how the
grouping is performed, and a reduce function that performs
the aggregation. What is appealing to programmers about
this model is that there are only two high-level declarative
primitives (map and reduce) to enable parallel processing,
but the rest of the code, i.e., the map and reduce functions,
can be written in any programming language of choice, and
without worrying about parallelism.

Unfortunately, the map-reduce model has its own set of
limitations. Its one-input, two-stage data flow is extremely
rigid. To perform tasks having a different data flow, e.g.,
joins or n stages, inelegant workarounds have to be devised.
Also, custom code has to be written for even the most com-
mon operations, e.g., projection and filtering. These factors
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Hive — A Petabyte Scale Data Warehouse Using
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Abstract— The size of data sets being collected and analyzed in
the industry for business intelligence is growing rapidly, making
traditional warehousing solutions prohibitively expensive.
Hadoop [1] is a popular open-source map-reduce implementation
which is being used in companies like Yahoo, Facebook etc. to
store and process extremely large data sets on commodity
hardware. However, the map-reduce programming model is very
low level and requires developers to write custom programs
which are hard to maintain and reuse. In this paper, we present
Hive, an open-source data warehousing solution built on top of
Hadoop. Hive supports queries expressed in a SQL-like
declarative language - HiveQL, which are compiled into map-
reduce jobs that are executed using Hadoop. In addition, HiveQL
enables users to plug in custom map-reduce scripts into queries.
The language includes a type system with support for tables
containing primitive types, collections like arrays and maps, and
nested compositions of the same. The underlying IO libraries can
be extended to query data in custom formats. Hive also includes
a system catalog - Metastore — that contains schemas and
statistics, which are useful in data exploration, query
optimization and query compilation. In Facebook, the Hive
warehouse contains tens of thousands of tables and stores over
700TB of data and is being used extensively for both reporting
and ad-hoc analyses by more than 200 users per month.

1. INTRODUCTION

Scalable analysis on large data sets has been core to the
functions of a number of teams at Facebook - both
engineering and non-engineering. Apart from ad hoc analysis
and business intelligence applications used by analysts across
the company, a number of Facebook products are also based

data. As a result we started exploring Hadoop as a technology
to address our scaling needs. The fact that Hadoop was
already an open source project that was being used at petabyte
scale and provided scalability using commodity hardware was
a very compelling proposition for us. The same jobs that had
taken more than a day to complete could now be completed
within a few hours using Hadoop.

However, using Hadoop was not easy for end users,
especially for those users who were not familiar with map-
reduce. End users had to write map-reduce programs for
simple tasks like getting raw counts or averages. Hadoop
lacked the expressiveness of popular query languages like
SQL and as a result users ended up spending hours (if not
days) to write programs for even simple analysis. It was very
clear to us that in order to really empower the company to
analyze this data more productively, we had to improve the
query capabilities of Hadoop. Bringing this data closer to
users is what inspired us to build Hive in January 2007. Our
vision was to bring the familiar concepts of tables, columns,
partitions and a subset of SQL to the unstructured world of
Hadoop, while still maintaining the extensibility and
flexibility that Hadoop enjoyed. Hive was open sourced in
August 2008 and since then has been used and explored by a
number of Hadoop users for their data processing needs.

Right from the start, Hive was very popular with all users
within Facebook. Today, we regularly run thousands of jobs
on the Hadoop/Hive cluster with hundreds of users for a wide
variety of applications starting from simple summarization
jobs to business intelligence, machine learning applications
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Abstract

MapReduce and similar systems significantly ease the task of writ-
ing data-parallel code. However, many real-world computations re-
quire a pipeline of MapReduces, and programming and managing
such pipelines can be difficult. We present FlumeJava, a Java li-
brary that makes it easy to develop, test, and run efficient data-
parallel pipelines. At the core of the FlumeJava library are a cou-
ple of classes that represent immutable parallel collections, each
supporting a modest number of operations for processing them in
parallel. Parallel collections and their operations present a simple,
high-level, uniform abstraction over different data representations
and execution strategies. To enable parallel operations to run effi-
ciently, FlumeJava defers their evaluation, instead internally con-
structing an execution plan dataflow graph. When the final results
of the parallel operations are eventually needed, FlumeJava first op-
timizes the execution plan, and then executes the optimized opera-
tions on appropriate underlying primitives (e.g., MapReduces). The
combination of high-level abstractions for parallel data and compu-
tation, deferred evaluation and optimization, and efficient parallel

MapReduce works well for computations that can be broken
down into a map step, a shuffle step, and a reduce step, but for many
real-world computations, a chain of MapReduce stages is required.
Such data-parallel pipelines require additional coordination code
to chain together the separate MapReduce stages, and require addi-
tional work to manage the creation and later deletion of the inter-
mediate results between pipeline stages. The logical computation
can become obscured by all these low-level coordination details,
making it difficult for new developers to understand the computa-
tion. Moreover, the division of the pipeline into particular stages
becomes “baked in” to the code and difficult to change later if the
logical computation needs to evolve.

In this paper we present FlumeJava, a new system that aims to
support the development of data-parallel pipelines. FlumeJava is a
Java library centered around a few classes that represent parallel
collections. Parallel collections support a modest number of par-
allel operations which are composed to implement data-parallel
computations. An entire pipeline, or even multiple pipelines, can
be implemented in a single Java program using the FlumeJava ab-
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Abstract

MapReduce and similar systems significantly ease the task of writ-
ing data-parallel code. However, many real-world computations re-
quire a pipeline of MapReduces, and programming and managing
such pipelines can be difficult. We present FlumeJava, a Java li-
brary that makes it easy to develop, test, and run efficient data-
parallel pipelines. At the core of the FlumeJava library are a cou-
ple of classes that represent immutable parallel collections, each
supporting a modest number of operations for processing them in
parallel. Parallel collections and their operations present a simple,
high-level, uniform abstraction over different data representations
and execution strategies. To enable parallel operations to run effi-
ciently, FlumeJava defers their evaluation, instead internally con-
structing an execution plan dataflow graph. When the final results
of the parallel operations are eventually needed, FlumeJava first op-
timizes the execution plan, and then executes the optimized opera-
tions on appropriate underlying primitives (e.g., MapReduces). The
combination of high-level abstractions for parallel data and compu-
tation, deferred evaluation and optimization, and efficient parallel
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MapReduce works well for computations that can be broken
down into a map step, a shuffle step, and a reduce step, but for many
real-world computations, a chain of MapReduce stages is required.
Such data-parallel pipelines require additional coordination code
to chain together the separate MapReduce stages, and require addi-
tional work to manage the creation and later deletion of the inter-
mediate results between pipeline stages. The logical computation
can become obscured by all these low-level coordination details,
making it difficult for new developers to understand the computa-
tion. Moreover, the division of the pipeline into particular stages
becomes “baked in” to the code and difficult to change later if the
logical computation needs to evolve.

In this paper we present FlumeJava, a new system that aims to
support the development of data-parallel pipelines. FlumeJava is a
Java library centered around a few classes that represent parallel
collections. Parallel collections support a modest number of par-
allel operations which are composed to implement data-parallel
computations. An entire pipeline, or even multiple pipelines, can
be implemented in a single Java program using the FlumeJava ab-

Paper context: related work



Paper context: data format

Raw non-digital text

THANATOPSIS, OLD AND NEW
BY WILLIS FLETCHER JOHNSON

Ir 15 a commonplace of American literary history that Thana-
is was written by William Cullen Bryant while he was yet in
his teens, and was first printed in T Norts AMERICAN REVIEW.
1t is less known that the poem lay in manuscript for six years
before it was published, and that it was then in a form so different
from that now familiar as to be scarcely recognizable. These and.
other facts concerning this famous composition come to mind at
this one hundred and tenth anniversary of its first publication,
and seem worthy of collation among the curiosities of literature.
The first draft of the poem was written by Bryant at some time
between May and November, 1811, before he was seventeen years
old,and was published in THE NorTH AMERICAN REVIEW, together
with several others from his pen, in September, 1817. The purpose
of comparison between that original version and its later form will
be served by reproducing it, verbatim, et literatim, et punctatim, from
the files of this magazine. Here it is:

THANATOPSIS

Not that from lfe, and all its woes
The hand of death shall set me free;
Not that this head, shall then repose
In the low vale most peacefully.

Ab, when T touch time’s farthest brink,
A Kinder solace must attend;

It chills my very soul, to

Of that dread hour when life must end.

In vain the flatt'ring verse may breathe,
Of ease from pain, and rest from strife,
There isa dread of death
Tnwoven with the strings of lfe.
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missed_ball
xpos_ball
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teacher
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first_name | varchar(40)
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language_1 [varchar(3)
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dob date
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client_name |varchar(40)
address varchar(60)
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phone_no varchar(20)
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Raw non-digital text

THANATOPSIS, OLD AND NEW
BY WILLIS FLETCHER JOHNSON

Ir 15 a commonplace of American literary history that Thana-
is was written by William Cullen Bryant while he was yet in
his teens, and was first printed in T Norts AMERICAN REVIEW.
1t is less known that the poem lay in manuscript for six years
before it was published, and that it was then in a form so different
from that now familiar as to be scarcely recognizable. These and.
other facts concerning this famous composition come to mind at
this one hundred and tenth anniversary of its first publication,
and seem worthy of collation among the curiosities of literature.
The first draft of the poem was written by Bryant at some time
between May and November, 1811, before he was seventeen years
old,and was published in THE NorTH AMERICAN REVIEW, together
with several others from his pen, in September, 1817. The purpose
of comparison between that original version and its later form will
be served by reproducing it, verbatim, et literatim, et punctatim, from
the files of this magazine. Here it is:

THANATOPSIS

Not that from lfe, and all its woes
The hand of death shall set me free;
Not that this head, shall then repose
In the low vale most peacefully.

Ab, when T touch time’s farthest brink,
A Kinder solace must attend;

It chills my very soul, to

Of that dread hour when life must end.

In vain the flatt'ring verse may breathe,
Of ease from pain, and rest from strife,
There isa dread of death
Tnwoven with the strings of lfe.
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Abstract

Search engines are a critical tool for intelligence
analysis. A number of innovations for search
have been introduced since research with an em-
phasis on analyst needs began in the TIPSTER
project. For example, the Inquery search engine
introduced support for specification of complex
queries in a probabilistic inference network
framework. Recent research on language model-
ing has led to the development of Indri, a search
engine that combines the best features of infer-
ence nets and language modeling in an architec-
ture designed for large-scale applications. In this
paper, we describe the Indri system and show
how the query language is designed to support
modern language technologies. We also present
results demonstrating that Indri is both effective
and efficient.

1. Introduction

Search and detection technology has been a focus of
DARPA and ARDA research programs since the TIPSTER
program began in the early 1990s (Harman 1992). A num-
ber of innovations have been developed in this research,
resulting in very significant improvements in the effective-
ness of search tools. The Inquery search engine (Callan et
al. 1995), developed at the University of Massachusetts for
the TIPSTER project, provided a query language capable of
representing complex queries in a probabilistic framework
and was used in a number of government and commercial
applications.

In the years since Inquery was developed, there has been
significant progress, both in terms of information retrieval
(IR) research and in the development of other language
technologies and applications, such as information extrac-
tion and question answering. These new technologies inter-
act with search and provide new requirements for a search
engine. In addition, the ever-increasing volume of search-
able data requires that search engines be scalable to the level

of multi-terabytes. In response to these requirements, we
have recently developed Indri, a scalable search engine that
combines the advantages of the inference net framework
used in Inquery with the language modeling approach to
retrieval that has been the subject of much recent IR re-
search (Croft and Lafferty 2003). Indri is part of the ARDA-
sponsored Lemur project’.

The Indri search engine is designed to address the follow-
ing goals:

- The query language should support complex que-
ries involving evidence combination and the ability
to specify a wide variety of constraints involving
proximity, syntax, extracted entities, and document
structure.

The retrieval model should provide superior effec-
tiveness across a range of query and document
types (e.g. Web, cross-lingual, ad-hoc?).

The query language and retrieval model should
support retrieval at different levels of granularity
(e.g. sentence, passage, XML field, document,
multi-document).

The system architecture should support very large
databases, multiple databases, optimized query
execution, fast indexing, concurrent indexing and
querying, and portability.

In this paper, we describe the most important aspects of
the Indri retrieval model, query language, and system archi-
tecture. We give some examples of the types of complex
queries that can be supported, and illustrate the effectiveness
and efficiency of the system using results from the 2004
TREC Terabyte track.

! http://www.lemurproject.org. Indri is available as a
download from this site.

2 «ad-hoc” refers to the TREC track that focuses on finding as
many relevant documents as possible using queries of varying
complexity
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Few papers document the intermediate DSL

Operator
#uwN(t ty ...)
#odN(t1 t2 ...)
#any:field
term.field

#combine(qi q2 ... )

#weight(wiqr waqa ...)

#greater( field n)
#less( fieldn )
#equal( fieldn)
#date:before( d )
#date:after( d )
#date:between( b a)

#operator(field](q1 q2 ...)

#filrej(cs)
#filreq(c s)

Name

Unordered Window
Ordered Window
Any operator

Field restriction
Combine operator

Weight operator

Numeric range operators

Date range operators

Extent retrieval

Filter reject
Filter require

Description

Matches unordered text

Matches ordered text

Finds any text appearing in a field named field

Finds the word term appearing in a field named field
Combines beliefs from other operators to form a single
score for a document

Combines beliefs from other operators to form a single
score for a document, using weights to indicate which op-
erators should be trusted most

Finds any occurrence of field with a numeric value less
than, greater than, or equal to n

Finds any occurrence of a date occurring before or after a
date, or between two dates.

Evaluates operator on every occurrence of field; useful for
passage retrieval

Evaluate the expression s only if ¢ is not satisfied
Evaluate the expression s only if ¢ is satisfied

Table 1: Indri query language operators

Consider the following information need: “I want
paragraphs from news feed articles published between
1991 and 2000 that mention a person, a monetary
amount, and the company InfoCom.”

This need can be expressed in the following Indri

query:

#filreq(
#band ( NewsFeed.doctype
#date:between (1991 2000) )
#combine [paragraph] (
#any:person
#any:money InfoCom ) )




How does this differ from SQL?

Operator
#uwN(t ty ...)
#odN(t1 t2 ...)
#any:field
term.field

#combine(qi q2 ... )

#weight(wiqr waqa ...)

#greater( field n)
#less( fieldn )
#equal( fieldn)
#date:before( d )
#date:after( d )
#date:between( b a)

#operator(field](q1 q2 ...)

#filrej(cs)
#filreq(c s)

Name

Unordered Window
Ordered Window
Any operator

Field restriction
Combine operator

Weight operator

Numeric range operators

Date range operators

Extent retrieval

Filter reject
Filter require

Description

Matches unordered text

Matches ordered text

Finds any text appearing in a field named field

Finds the word term appearing in a field named field
Combines beliefs from other operators to form a single
score for a document

Combines beliefs from other operators to form a single
score for a document, using weights to indicate which op-
erators should be trusted most

Finds any occurrence of field with a numeric value less
than, greater than, or equal to n

Finds any occurrence of a date occurring before or after a
date, or between two dates.

Evaluates operator on every occurrence of field; useful for
passage retrieval

Evaluate the expression s only if ¢ is not satisfied
Evaluate the expression s only if ¢ is satisfied

Table 1: Indri query language operators

Consider the following information need: “I want
paragraphs from news feed articles published between
1991 and 2000 that mention a person, a monetary
amount, and the company InfoCom.”

This need can be expressed in the following Indri

query:

#filreq(
#band ( NewsFeed.doctype
#date:between (1991 2000) )
#combine [paragraph] (
#any:person
#any:money InfoCom ) )

Not bound by schema
e.g., don’t need to know column names

use ML to select relevant documents
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Bayesian Statistics Without Tears:
A Sampling - Resampling Perspective

A. F. M. SMITH and A. E. GELFAND*

Even to the initiated, statistical calculations based on
Bayes’s Theorem can be daunting because of the nu-
merical integrations required in all but the simplest ap-
plications. Moreover, from a teaching perspective, in-
troductions to Bayesian statistics—if they are given at
all—are circumscribed by these apparent calculational
difficulties. Here we offer a straightforward sampling—
resampling perspective on Bayesian inference, which
has both pedagogic appeal and suggests easily imple-
mented calculation strategies.

KEY WORDS: Bayesian inference; Exploratory data
analysis; Graphical methods; Influence; Posterior dis-
tribution; Prediction; Prior distribution; Random var-
iate generation; Sampling—resampling techniques; Sen-
sitivity analysis; Weighted bootstrap.

1. INTRODUCTION

Given data x obtained under a parametric model in-
dexed by finite-dimensional 6, the Bayesian learning
process is based on

p(olx) = (1)U (1.1)
| w600y do
the familiar form of Bayes’s Theorem, relating the pos-
terior distribution p(6|x) to the likelihood /(6; x), and
the prior distribution is p(6). If & = (¢, ¥), with interest
centering on ¢, the joint posterior distribution is mar-
ginalized to give the posterior distribution for ¢,

p@l) = [p@ i an. 2

If summary inferences in the form of posterior expec-
tations are required (e.g., posterior means and vari-
ances), these are based on

Elmok] = [ mope do, (1)

for suitable choices of m(-).

Thus, in the continuous case, the integration oper-
ation plays a fundamental role in Bayesian statistics,
whether it is for calculating the normalizing constant in

*A. F. M. Smith is Professor, Department of Mathematics, Im-
perial College of Science Technology and Medicine, London SW7
2BZ, England. A. E. Gelfand is Professor, Department of Statistics,
University of Connecticut, Storrs, CT 06269. The authors are grateful
to David Stephens for assistance with computer experiments. His
work and a visit to the United Kingdom by the second author were
supported by the U.K. Science and Engineering Council Complex
Stochastic Systems Initiative.
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(1.1), the marginal distribution in (1.2), or the expec-
tation in (1.3). However, except in simple cases, explicit
evaluation of such integrals will rarely be possible, and
realistic choices of likelihood and prior will necessitate
the use of sophisticated numerical integration or ana-
Iytic approximation techniques (see, for example, Smith
et al. 1985, 1987; Tierney and Kadane, 1986). This can
pose problems for the applied practitioner seeking rou-
tine, easily implemented procedures. For the student,
who may already be puzzled and discomforted by the
intrusion of too much calculus into what ought surely
to be a simple, intuitive, statistical learning process, this
can be totally off-putting.

In the following sections, we address this problem by
taking a new look at Bayes’s Theorem from a sampling—
resampling perspective. This will open the way to both
easily implemented calculations and essentially calculus-
free insight into the mechanics and uses of Bayes's
Theorem.

2. FROM DENSITIES TO SAMPLES

As a first step, we note the essential duality between
a sample and the density (distribution) from-which it is
generated. Clearly, the density generates the sample;
conversely, given a sample we can approximately re-
create the density (as a histogram, a kernel density
estimate, an empirical cdf, or whatever).

Suppose we now shift the focus in (1.1) from densities
to samples. In terms of densities, the inference process
is encapsulated in the updating of the prior density p(6)
to the posterior density p(6]x) through the medium of
the likelihood function /(6; x). Shifting to samples, this
corresponds to the updating of a sample from p(6) to
a sample from p(6|x) through the likelihood function
1(6; x).

In Section 3, we examine two resampling ideas that
provide techniques whereby samples from one distri-
bution may be modified to form samples from another
distribution. In Section 4, we illustrate how these ideas
may be utilized to modify prior samples to posterior
samples, as well as to modify posterior samples arising
under one model specification to posterior samples aris-
ing under another. An illustrative example is provided
in Section 5.

3. TWO RESAMPLING METHODS

Suppose that a sample of random variates is easily
generated, or has already been generated, from a con-
tinuous density g(6), but that what is really required is
a sample from a density /(6) absolutely continuous with

© 1992 American Statistical Association
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Important concepfs:
« “Bayesian” is more than Bayes Rule

» Belief vs. Probability
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Important concepfs:

“Bayesian” is more than Bayes Rule
Belief vs. Probability

Joint vs. conditional probabilities
« Posterior is may not have closed form
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