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Paper context

• Complement paper to Spark SQL

• Why Spark SQL + CaRL pairing?

• DML SQL: what is it good for?

• Ad hoc queries in SQL

• Output of SQL query  à input to s.t. else
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LINQ (MSR, SIGMOD 2006)
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Paper context: data format

Nested markup tags Typed records/objectsText Formatting

Raw non-digital text Webpage source Pandas Dataframe Relational Database

Typed records/objects 
+ RelationsDomain knowledge

Discussion: How might structure encode domain knowledge?
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Paper context: data format
Nested markup tags Typed records/objectsText Formatting Typed records/objects 

+ Relations

Indri
MapReduce

FlumeJava

Spark

Hive



Paper context

• Venue – not top-tier

• Authors: big names in IR

• Have many other, better papers

• 650 citations – not bad!

• Writing not most accessible

• Very short

• Highly specialized target audience

So why I did I choose this paper?



Few papers document the intermediate DSL



How does this differ from SQL?

Not bound by schema

e.g., don’t need to know column names

use ML to select relevant documents 
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• Vanilla deep networks 

• GANs
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What kind of ML do 
we use?
Then: probabilistic language models

• Famous, highly influential paper

• Bayesian approaches are quite old

• Needed hardware to catch up to actually be useful

• Peak Bayesian language modeling 

• 1962 – first year over 100 papers

• Steady increase until 2008 (~12k à 24k)

• Overall trend: still increasing, more fluctuation 

(has ”cooled off”)

https://app.dimensions.ai/discover/publication?search_mode=co
ntent&search_text=probabilistic%20language%20models%20&sear
ch_type=kws&search_field=full_search



What is a language model?

Probabilistic model that takes text input:

P(query | document)

P(query | passage)

P(tag | document)

We use the LM for prediction, classification, etc. 



What is tf-idf?

tf-idf: “term frequency – inverse document 

frequency”

• statistical, not probabilistic

• old and still shockingly good
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Bayesian modeling

Important concepts:

• “Bayesian” is more than Bayes Rule

• Frequentist – counts

• Philosophical – some underlying true 
phenomenon

• Assumptions – constant or equally likely

• Bayesian -- belief

• Easier to encode domain-specific 

knowledge
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Bayesian modeling

Important concepts:

• “Bayesian” is more than Bayes Rule

• Belief vs. Probability

• Joint vs. conditional probabilities

• Posterior is may not have closed form

• May still need to marginalize



Why this all might 
matter to you

• Using slurm directly = pre-MapReduce

• Benefits: 100% freedom

• Not tied to tech. or data format

Who here has had a job 
time out, cancelled, or fail 

on them?



Why this all might 
matter to you

• Using slurm directly = pre-MapReduce

• Benefits: 100% freedom

• Not tied to tech. or data format

• Costs: Must roll your own

• Composing tasks? Probably manual

• Need to serialize? Probably manual


