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Questions about homeworks, exams, schedules…





Agenda

Topic: how logic fits in with the bigger picture in AI

• SAT/SMT solvers today

• History of logic in AI

• Focus: Symbolic AI for Law

• Prolog

• Active research



SAT/SMT: how it’s used in real life

• Symbolic execution/Test case 

generation

• Circuit equivalence 

• Games (sudoku, n-queens)

• “Running programs backwards”

• AWS IAM Access Analyzer

This list crowdsourced via Alastair Donaldson’s tweet: https://twitter.com/afd_icl/status/1475641756209364996

• Anaconda package management

• Finding bugs in legal code

• Google OR-tools

• Neural Network Verification Few are 
traditional “AI” 

domains!



How are SAT/SMT solvers useful?

Known: SAT/SMT is NP-Hard

à No known sub-exponential algorithm for solving

… So how can we actually use these tools in practice?

1990s – “phase transition” phenomena in SAT problems

• Generate random k-SAT problems in CNF

• Ratio of clause size to number of variables correlates with runtime

• Theme: AI focus on “features of problem instances,” rather than ML focus on “features of data”



History of Logic in AI

Agent-based reasoning

• First logical agent-based: McCarthy (1950s-1960s)

• Agents behavior in terms of declarations rather than procedures (1980s-1990s)

Natural Language

• SHRDLU: Winograd, 1971

• As an alternative to SQL: 1970s-1980s

Law – Topic of this lecture!



Famous Application



Is a hotdog a sandwich?

Core logic language:

• Rules and facts form a knowledge base 

(stored in a database)

• Every rule is an implication, written 

“backwards”

• Queries evaluate truth values or find 

satisfying assignments

• All facts, rules, and queries are implicitly 

universally quantified

https://athena.ecs.csus.edu/~mei/logicp/prolog/programming-examples.html



Prolog activity
Go to: http://tau-prolog.org/sandbox/

I will assign you to random pairs

Select a domain, e.g., CS major requirements or  

Encode facts and rules:

https://www.cis.upenn.edu/~matuszek/Concise%20Guides/Concise%20Prolog.html

http://tau-prolog.org/sandbox/
https://www.cis.upenn.edu/~matuszek/Concise%20Guides/Concise%20Prolog.html


Prolog limitations I
• Implicitly all quantifiers be “in front” (“prenex form”)

• Implicitly only universal quantification (requires “Skolemization”)

Axiom of 
Choice

Slight detour…





Prolog limitations I
• Requires all quantifiers be “in front” (“prenex form”)

• Only universal quantification (requires “Skolemization”)

• All logical formulas can be converted to CNF

• Only some CNF formulas are Horn clauses



Law + Logic: Active Research

https://twitter.com/DMerigoux/status/1488105678799577091



Defeasibility 
Open vs. closed worlds

- prolog, homework à if not explicitly true, then false

- Introduces bias in our knowledge base

“Non-montonicty”

Idea: define some inference 

• has4legs(f) à table(f) \/ chair(f)

• …but there is a table here that has one leg!



Unification

Step in resolution for predicate logic 

• Algorithm for binding variables in order to “melt” two clauses together in resolution

• Fairly simple without functions; very algorithmic

Hard part in law: generalization vs. specialization, things vs. stuff*



Modal logic

We will cover some modal logics later in the semester:

• Necessity and sufficiency 

• Time

• Knowledge (epistemic)



Prolog limitations II
Idea: define some inference 

• has4legs(f) à table(f) \/ chair(f)

• …but there is a table here that has one leg!

“Non-montonicty” à a reasonable way to build a knowledge base with “background 

assumptions”

Default 
logic



Law + Logic: Active Research



Necessary features of logic in AI?

• Non-montonicity

• Law of excluded middle

• Axiom of choice

• Modal expressions


